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Figure H-1.  Contingency Planning

H.1  Role of Contingency Plans

DoD Components are applying extraordinary efforts to meet the technical challenges associated with Y2K compliance.  Despite these efforts, however, there is no guarantee that all DoD systems will be fully renovated and free of risk by the immovable deadline of January 1, 2000. Systems that have been renovated and tested could fail, and the failure of one system could disrupt many others.  Even more likely is that infrastructure disruptions could prevent the system from performing, even if the system itself is capable of correctly processing all data.  Contingency Plans provide insurance against the many possible types of Y2K disruptions, ensuring that plans are in place to expedite the restoration of the system and to continue the mission or function while system support is not available, regardless of the reason for the disruption.

The purpose of a contingency plan is to provide a road map of predetermined actions that will streamline decision-making during the contingency to enable resumption of mission operations at the earliest possible time, in the most cost-effective manner.  Good planning will reduce the number and magnitude of decisions that must be made during the period immediately following a major disruption, when exposure to error is at a peak.  

A contingency plan will establish, organize, and document risk assessments, responsibilities, policies and procedures, as well as agreements and understandings for all internal and external entities.  Personnel should be trained in the execution of contingency plans and the plans should be tested and updated periodically to assure that they remain current and valid.  Relevant contingency information should be exchanged between program/system managers of interfaced systems and with all system users.

H.2  Types of Year-2000 Contingency Plans

As DoD enters the next millennium, it will be armed with two primary types of Y2K contingency plans:

· System Contingency Plans, which detail the procedures necessary to restore a system in the face of all anticipated and unanticipated Y2K disruptions.  This type of planning is a CIO responsibility.

· Operational Contingency Plans, which detail the procedures by which the mission/function supported by the system(s) will be continued during any prolonged disruption of that support.  This type of planning is a CEO responsibility.

In addition to the two basic types of planning, Operational Contingency Planning encompasses different levels of planning.

· System-level planning contains the planning necessary to continue operations when the support from a single system or group of closely related systems is disrupted.  This planning would generally include highly detailed procedures for effecting any workarounds, including lists of resources, training, and other necessary items.

· Organizational-level planning contains the planning necessary to continue the primary mission/function of the organization when any of the supporting mission-critical systems are disrupted.  If workarounds are sufficiently detailed in supporting system-level plans, they need only be summarized in the higher-level document. Organizational-level planning is performed by both operational and support commands.  When the mission of an organization such as a base or station includes supplying infrastructure support (utilities, services, etc.) to its own or tenant activities, the contingency plan shall address monitoring and planning for alternative means of supplying such infrastructure support.

Each DoD component shall provide guidance as to which echelons or organizational levels are required to prepare and document Operational Contingency Plans.
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One more type of contingency planning plays a key role in the DoD Y2K Risk Management program.  Systems under renovation or under development as replacement systems are required to have Programmatic Contingency Planning documented in the system risk management plan or as a stand-alone document.  This type of planning will have determined the alternative actions that should be followed in the event that the implementation of the renovated or replacement system would not be completed in time for the century date change.  The planning analyzed the lead times necessary to implement these actions and tied these lead times to certain milestones in the renovation/development process which, if not reached in a timely manner, trigger the implementation of the alternative actions.  

Figure 2 depicts each of these three types of Y2K plans, illustrating how the plans are related.  Plans should be closely coordinated, and may be combined as appropriate.
Figure H-2.  Contingency Plans

H.3  Nomenclature and Format

It is recognized that various types and levels of Y2K contingency planning may have been given different names or combined into different packages of planning elements.  In most instances, the question "What does the contingency plan call for?" is referring to the operational contingency plan described above.  DoD's concern is not how the plan has been named or formatted, but: 

· that planning which meets the above description of system contingency plans has been promulgated for each system, as per the prioritization requirement of section H-8, Figure 3 of this appendix, and 

· that each such system be mapped to at least one specific plan which meets the description of operational contingency plans, to ensure that the mission/function supported by that system has had appropriate planning conducted to permit its continuity in the event of any system disruption.

Components may use any plan format suitable to their needs.  There are also a number of commercial contingency planning software programs that may be of assistance.

H.4  Basis for Contingency Planning

Contingency plans must be based on a thorough knowledge of the functions performed by the system and the upstream and downstream interdependencies of the interacting systems and the needs of the system's "customers and suppliers."  In most instances, this knowledge was developed during the assessment phase of the 5-phase DoD Risk Management Approach.

Comprehensive planning requires the examination of upstream technical interdependencies and the identification of vulnerabilities that can disrupt the capability of a given system to perform as required.  Where systems intersect with operational capabilities there is the potential for mission-stopping outages as a result of a Y2K induced technical failure.  The CEO and CIO must work together to identify those areas with the greatest probability of a Y2K disruption and the greatest negative impact on the ability of an organization to conduct its core missions.  

Contingency planning in this context is the managerial approach to developing workarounds, finding alternative means to satisfy essential requirements, putting in place manual processes that bridge the capability gap threatened by an outage, and otherwise preparing an organization to continue to conduct business in spite of potentially dramatic and sustained outages of key technical systems. 

Process owners must decide, in concert with their customers, the extent to which it is necessary to "look upstream" to identify vulnerabilities.  The more critical the service provided, the farther upstream the process owner must explore to assure himself/herself of their unimpeded delivery.  For example, if a given logistics facility provides products and services essential for a warfighting component to deliver a capability that is deemed essential on the JCS CINC "Thin-Line" the manager of that logistics facility should closely examine the contingency management procedures of not only their "first tier" suppliers but of suppliers farther upstream.  Conversely, if a logistics manager provides products and services to a Morale, Welfare, and Recreation (MWR) activity without a direct combat support role, the level of analysis might be limited to only the contingency planning of "first tier" suppliers.  The degree of managerial visibility into and involvement with one's providers of products and services is directly predicated on the level of risk a process owner can accept.  It is a situationally dependent judgment call that only a process owner can make. 

H.5  System Contingency Plans

Y2K System Contingency Plans address the technical aspects of potential disruptions in systems believed to be Y2K compliant.  The sources of such disruptions may include interface failures, transmission or receipt of corrupt data, utilities or other infrastructure elements necessary for operation, or any other items that could result in a Y2K-related failure.  In particular, address the risk that back-up and/or alternate systems may be affected by Y2K issues in the same manner as primary systems have been.  Plans should include technical workarounds necessary to recover the system or use other system capabilities to meet the customer's requirement to sustain mission critical capabilities.  Y2K System Contingency Plans are required for all mission-critical systems.  These plans should be validated (exercised) to ensure potential actions are executable. 

Many systems may already have contingency plans or disaster recovery plans developed with general risk scenarios to meet program requirements. Other systems may not have formal contingency plans, but their operating manuals, procedural guides, and other directives governing the use and operation of the system may contain various elements of a contingency plan.  Unless these plans or directives have been updated to include Y2K contingencies, they should not be considered adequate as system contingency plans since they may not be effective when responding to a Y2K-related disruption.  

Large, distributed data processing systems are likely to have detailed, complicated system contingency plans.  Many other systems have applications or components that cannot be shifted to another recovery platform or be serviced in the field.  Communications systems, when disrupted, may impact dozens or hundreds of systems that rely on that critical component.  Each system will vary greatly in the details of its system plan and the ease with which it can be combined with its operational contingency planning requirements or those of other systems.

H.6  Operational Contingency Planning 

The Operational Contingency Plan (also known as an operational continuity plan or contingency management plan) deals with continuing and completing missions/functions in “worst case” scenarios.  Each core mission/function and critical process should have an Operational Contingency Plan.  A mission may be supported by a single system or several mission-critical systems, while a single mission-critical system may support one or several core mission/functions. Each core mission/function should have an Operational Contingency Plan.  

Operational Contingency Plans are developed and executed by the group responsible for executing the core mission process.  Planning includes procedures and workarounds necessary to execute the mission/function at or above minimum-acceptable levels of functionality.  Where multiple systems are involved, the system-level operational contingency plan for each could be an annex in the higher level mission or organization plan.

This list illustrates the contents of a typical Y2K Operational Contingency Plan:

· Core business or organizational missions/functions covered by the Plan.

· Mission-critical systems that support these core functions.

· Emergency notification procedures with Points of Contact and telephone numbers to report loss or degradation of supporting system functionality to the maintainers or developers..

· Procedures for AIS users to detect possible corrupt system data.

· Procedures to execute the functions of the disrupted system/infrastructure without the assistance of the systems normally supporting that mission/function.

· List of alternate suppliers for those mission critical supplies ( e.g. airplane/car parts, fuel, telephone service, and electricity supply) that the perceived Y2K worst case scenario indicates may be unavailable or mission limiting.

· Impact that the loss of AIS functionality has upon the organization/mission.

· Procedures to restore data collected by alternative means into the corrected or restored system(s).

· Links to relevant system contingency plans and other operational contingency plans.

Operational contingency planning is the primary management tool to prepare for unanticipated disruptions.  For devices with embedded microchips that cannot be tested for Y2K compliance, contingency planning may be your only effective method of mitigating potential disruptions.  

The GAO Business Continuity and Contingency Planning guide discusses Operational Contingency Planning and provides an example of a plan at the agency level.  It lists all the agency's mission-critical systems, describes the functionality they perform, and describes the changes that would occur for each.  It does not give an example of the level of detail required to execute work-arounds for individual systems.

H.7  Contingency Plan Types Compared

Comparison between the two primary plan types is depicted in Table 1 below.  It is arranged by who, what, why, how and when for each contingency plan type.  It augments Figure 2 above by delineating the scope and purpose for each contingency plan type.  

	
	Systems Contingency Plan
	Operational Contingency Plan

	Who
	Responsibility of CIO's.  Developed by system administrators, work group managers, and LAN managers responsible for operation and maintenance of systems at the local level.
	Responsibility of CEO's: Operational Commanders, Directors, etc.  Developed by systems “users”. (e.g., JCS, CINCs, Business Units, Services & Agencies

	What
	Address activities to be performed by the system administrator, work group manager, or LAN manager at the local level before, during, and after a Y2K related failure to preserve and protect the system and data. 
	Address activities to be performed by the system “user” and other supporting personnel before, during, and after a Y2K related failure to ensure uninterrupted mission capability.

	Why: Examples
	Systems failure, data corruption from internal or external (interface) sources, power failures, loss of communications services, etc.
	Any disruption - Y2K-related or not. Loss of: power, environmental control systems, entry control systems, data systems, communications services, etc. 

	How:

Examples
	Restore data from back-ups, switch to back-up system, switch to alternate site, operate in “degraded” mode, etc. 
	Switch operations to alternate location, execute contract options, perform operations manually, etc.

	When
	Due 30 Dec 98
	Due 31 Mar 99

	Exercised
	30 Jun 1999
	30 Jun 1999


Table H-1.  Contingency Plan Comparison

H.8  Year-2000 Contingency Planning Priorities and Deadlines 

Mission critical system contingency plans will be completed no later than December 30, 1998. Operational Contingency Plans are expected by March 31, 1999.  By June 30, 1999, all plans should be exercised to assure their viability.  Programmatic Contingency Planning was required to be complete as an exit requirement of the Assessment Phase.

The following prioritization will assist in determining where to focus system contingency planning efforts. Contingency plans are required for systems considered Priority 1; for Priority 2 systems, good business practices indicate Contingency Plans would be prudent and they are strongly recommended. For Priority 3 systems, contingency planning is suggested as time and resources are available.  The level of detail included in each plan is related to the complexity of the system and its level of risk.   Many system plans will require only a short risk analysis and selected workarounds for system failure.  This is particularly true of systems that did not require renovation.
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Figure H-3.  Contingency Plan Prioritization

Priority 1 Systems – Contingency Plan Required

· All mission critical systems

· All systems that will not be compliant by March 1999.

· Any system currently 2 months or more behind schedule.

Priority 2 Systems – Contingency Plan Strongly Recommended
· Systems with multiple interfaces.

· Systems that have had >10% of LOC remediation performed.

· Systems or embedded chip devices that cannot be tested.
· Any system that impacts the safety and well being of personnel.

· Systems on which mission critical systems rely for data.

Priority 3 Systems –Contingency Plan Suggested

· Systems whose failure may cause minor disruptions to the functions of the Component. 

Prioritize the development of contingency plans for non-mission critical system as time and resources allow.  If a Service or Functional commander determines the disruption of a non-mission critical system could significantly impact a mission critical system or his continuity of operations, he may require the development of a contingency plan for that system. 

H.9  Y2K Contingency Plan Validation

In order to assess the reliability of contingency plans they must be validated (exercised) to assure alternatives are realistic and executable.  In addition, contingency plans should be reviewed regularly and modified, if required.  Conditions change, and contingency planning documents should be dynamic to meet current threats.

Contingency plans must be reviewed and updated regularly.  Personnel and contact phone numbers change and new information may change the outcomes of your assessments.  As renovation/validation is complete or key changes are made to systems and their interfaces, contingency plans should be reviewed and updated.  Key personnel with responsibilities under the plan should review the plan prior to each of the dates presenting Y2K risk.

Contingency plans are verified primarily through an exercise.  These are not pass/fail exercises, but rather a structured process to validate the information and procedures contained in the plan.  The objectives of this program will vary according to the potential actions planned, but in general include the following:

· Verify contingent procedures are correct.

· Verify contingent actions are executable.

· Verify information in the plan is current and accurate.

· Verify all personnel understand their roles and can execute their responsibilities.

· Provide training for personnel involved in execution and recovery.

· Identify deficiencies in the plan.

If system contingency plan actions involve shifting the functional support application to a backup or recovery site, the exercise should include the following additional objectives:

· Verify designated backup site operates Y2K compliant operating system, hardware and software.

· Verify system software is operational on designated backup site equipment.

· Verify back-up tapes can be used to restore the application at the back-up site.

· Verify network connectivity at the back-up site is adequate for recovery operations.

· Obtain a realistic benchmark for recovery time.

If operational contingency plan actions involve shifting from a primary to a backup weapon system, the exercise should include verification that the backup weapon system is Y2K compliant in hardware, operating system, and software. 

Several types of exercises are available to verify the viability of contingency plans. 

· Tabletop Exercises - a structured/facilitated discussion of all actions to be taken in response to an exercise scenario.  The plan is updated to incorporate the lessons learned during the exercise.

· Procedure Verification Exercises - a review of the operations in the plan to verify they support the recovery strategy.  Review personnel information, equipment and procedures.

· Actual Operations Exercises - an exercise examining the full range of procedures followed when the primary system(s) is/are disrupted. 

Requirements for exercising contingency plans will vary. Tabletop Exercises may be used to select the procedures adopted in the contingency plan. They normally involve selecting a wide range of participants so that all users, support staff, and administrators are represented.  Tabletop Exercises provide the big picture, with discussions encompassing the entire group.  These exercises cause no interruption to an operating system and may be conducted at relatively low cost.  

H.9.1   Procedure Verification Exercises 

Procedure Verification Exercises offer the benefit of conducting the exercise in a continuous fashion, using multiple teams if desired.  These exercises provide minimal interruption to a system and may be performed at relatively low cost.  However, they provide few training opportunities.  When combined with other elements of an exercise program, they will help ensure plans contain an accurate description of all processes and procedures, including personnel assignments, telephone numbers, etc.

H.9.2   Operations Exercises 

Actual Operations Exercises offer the greatest opportunity to conduct training and raise the level of confidence in the contingency plan.  Since shutting down the primary system and re-establishing the application at a backup site may be involved, they are often difficult to fund and schedule.  They provide the greatest degree of assurance that the contingent actions will work when required.  They also provide an excellent training opportunity.

Following all types of exercises, review objectives to determine if they were met, capture lessons learned, and make appropriate updates to the contingency plan and other documents.

H.10  Additional Contingency Planning Guidance

The OASD (C3I) Y2K office monitors the status of system contingency plan development in the DoD using the reporting database and makes quarterly reports to the Office of Management and Budge (OMB).  OMB compiles a report of the Y2K status of all large federal agencies for their quarterly report to Congress on the government’s Y2K status.

H.10.1   UPS Considerations

The DOD Y2K Office recommends that services and agencies obtaining Y2K emergency supplemental funding consider the purchase of un-interruptible Power Supplies (UPS) to augment their contingency planning for the Y2K event.  There exists a strong possibility of isolated power disruptions on Jan. 1, 2000.  The Y2K Office recommends mission critical systems be protected with an UPS system with the following features: 

· Integrated surge and spike protection.

· Communication with the OS when power goes out to allow for an orderly automatic shutdown or other appropriate steps to be taken.

· Wait state upon power restoration to re-charge UPS battery prior to system restart.

· Power failure notification feature via pager and/or network message.

· Y2K compliant UPS unit.

· Protection for non-mission critical systems may be needed depending upon the functions performed by the system.

A variety of UPS units are available, including units specially designed to support network machines and servers.  Services and agencies should select the unit, which best meets, their needs and document the intended usage in their system contingency plans.  UPS batteries need to be checked every six months to insure operational readiness.  An additional check should be done after each power disruption to see that the UPS are still capable of continued protection.  Bear in mind that power disruptions may manifest themselves in several ways:

· voltage spikes as switch gear rolls to alternate sources,

· multiple, repeated power outages of short to medium duration,

· brown outs, and 

· extended power loss.

An effective contingency plan should address these scenarios.

H.11  Y2K Day One Planning

In spite of the best efforts of many in government and industry, not every computer and every device controlled by microchips will be ready for the Year 2000. The question is not will disruptions occur, but rather how many systems will experience difficulties, how severe will those difficulties be, and what disruptions will they create. Some form of a Y2K disruption will affect every person, both personally and professionally, during the date transition period.  

Risk may be defined as the product of the Probability of a Disruption times the Impact of a Disruption.  System renovation efforts reduced the probability of a disruption, which in turn reduces risk.  Minimizing the potential impact of any disruptions can further reduce risk.  This is done by taking a series of actions that identify and prepare for possible disruptions in a manner that minimizes the consequences if in fact they do occur.  Since there are certain date transition periods in which the risk of Y2K-related disruptions is greater than other periods, it makes sense to take specific actions to reduce risk during those periods.  This risk reduction process begins with an organization strategy that details how to organize and approach this situation.

In order to reduce the impact of potential Y2K disruptions, Every DoD organization responsible for developing Y2K Operational Contingency Plans should develop a Day One Strategy and incorporate this strategy into appropriate planning documents.  The strategy and plan will address the periods defined as:
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· Year 2000 Date Transition Period – December 1, 1999 through  March 31, 2000

· Y2K Rollover Period - Friday, December 29, 1999 through Monday, January 04, 2000

· Y2K Rollover Event - 31 December, 1999 to 1 January, 2000
· Y2K Leap Year – 28 February to 29 February 2000 and 29 February to 01 March 2000

H.11.1   Standard Planning Assumptions

When developing Day One strategies, each organization should review the assumptions used in developing their contingency plans and update / expand them as appropriate.  Several assumptions are standard and apply to most plans.  Each organization must also develop organizational and site specific assumptions to complete their planning.  Within CONUS, standard assumptions include planning for potential Y2K disruptions in the same manner as they would preparing for a 3-5 day winter or tropical storm, as the case may be.  OCONUS sites should review the standard assumptions listed below and modify their assessment to reflect the local support infrastructure risk assessment based on the level of preparedness of their host nation.  In concert with the State Department representatives, OCONUS commands should review Host Nation Status Agreements with their Host and/or State Department representative to ascertain the risk of disruption to military significant civilian infrastructure.   Standard CONUS assumptions (including comments related to personal preparedness) follow:

· Utilities – the National power grid and Utilities (water, gas, wastewater, etc.) will perform to required levels, although there may be some local supply or distribution problems.  Outages will be of a short duration, 2-3 hours for the most part, but may be as long as several days in some isolated cases.  Realistic worst case is 4-5 days which will affect less than 1 percent of the population and be isolated in rural areas serviced by small utility companies

· Telecommunication – there will be a dial tone in CONUS.  Some small local telephone exchanges may fail.  Availability of PBX switched features in businesses will depend on their Y2K compliance.  Basic functions of 911 emergency systems should work.  Automated 911 features may or may not.  Wireless communication (cellular and satellite) will function normally.  Heavy demands on telecommunication circuits, especially overseas, are anticipated.  Telephone companies may use blocking techniques to control usage.  

· Transportation – including railroads, trucking, shipping, airlines, and oil/gas pipelines, is in relatively good compliance in the United States. Recent embedded chip analysis indicates that date-aware microchips are far less prevalent than originally thought (<1% as opposed to 10%).  Additionally, most oil and gas pipelines can be operated manually.  Ground transportation is less prone to Y2K disruptions than air transportation due to safety factor considerations and the fact that they can be operated manually without developing significant schedule delays.  The airlines reservation system seems to be operating normally, processing flight information beyond January 1, 2000.  Although the FAA is confident that its equipment and systems are compliant, they only represent a portion of the total air transportation system that is also comprised of airline and airport systems.  International air transportation compliance is less certain as a result of its dependency on infrastructure (utilities, telecoms) support.  Transportation disruptions may concurrently be influenced by the weather..  Within the US, travelers should allow for 1-2 days flexibility in their travel and transportation plans.  OCONUS Y2K/weather delays could be much greater.  Plan accordingly.

· Banking – has been working the Y2K issue for many years and will be ready for January 1, 2000.  If Y2K glitches disrupt communications or cause spot power outages, you could have problems finding functioning automated teller machines, checking your accounts via your home computer, or transferring funds between accounts electronically.  Anticipating a surge for cash demands, the Federal Reserve is stockpiling extra currency to distribute through banks.  An extra $50-100 might be prudent to have for the long weekend.  

· General government services – to include Federal, State and Local governments will have varying levels of Y2K readiness.  The Federal government is improving rapidly and is expected to be greater than 98% compliant on January 1, 2000. Most State and local governments and services will be Y2K compliant.  However, there may be some problems in some States and local municipalities.  Review your State compliance at http://www.state.XX.us , where XX is the two-letter abbreviation for your state. (i.e., http://www.state.ca.us for California)

· General Business – for the most part will be prepared for Y2K.  Most big businesses are Y2K aware and have been working the issue for many years. Small businesses with less than 50 employees may represent the highest business risk area.  Frequently using older equipment and perhaps specialized software medium, small businesses may experience a disproportionately higher Y2K disruption rate.  Everyone needs to analyze their suppliers’ Y2K status and if not sure of their status, ask – preferably in writing.

· Health Care.  Recent surveys indicate that from 8 to 20 % of our Healthcare system is not Y2K compliant.  This may be misleading in that the majority of our Healthcare needs are taken care of by the large Healthcare companies, which are Y2K compliant. Although some medical equipment, i.e., kidney dialysis machines, have received notoriety recently regarding non-compliance, it is believed that critical date aware equipment will be available to meet patients demands.  If a system is non-compliant, it may still be useable for its designed purpose if the date aware portion performs administrative functions and therefore is non-life threatening to the patient.  Small medical offices and clinics are most susceptible to Y2K disruptions for the same reasons small business are.  

H.11.2   Y2K Day One Plan

Components shall promulgate top-level Day One policy and guidance, ensuring subordinates tailor and implement a Day One Plan to reduce Y2K risk. Day One Plans should address policy and procedures to be implemented by organizations in anticipation of possible disruptions.  Day One Plans may be incorporated into a standalone document such as an action plan or OPORDER or they may be incorporated as an integral part of or an appendix to a Y2K Operational Contingency Plan or COOP.  Day One Plans should cover the following subjects, tailored to site-specific needs:


Updated Infrastructure Risk Assessment

A. Utilities (Power, Water, Gas, Waste Water, etc.)

B. Telecommunications

C. Security 


Personnel Issues
A. Leave Policy

B. Overtime

C. Augmentation Personnel


Date Transition Weekend Action Issues
A. Special Weekend Action Team (SWAT)

B. Infrastructure/System Checkout

C. Reporting Procedures


Configuration Management and Change Moratorium Issues

Data/Information Protection Actions
A. Data/Application/Operating System Backup Policies

B. System Isolation from Non-Essential Sources

C. Paper Records (Vital Date, On-line Manuals)

D. Incremental Test and Reconnect


System/Hardware Protection Actions
A. Power Isolation/Protection

B. Network Isolation and shutdown/startup procedures, as appropriate

C. Internet useage


Reporting and Notification
A. Communication Paths and Equipment (Primary, Secondary, Tertiary) 

B. Recall List (24/7) of key personnel

C. General status information dissemination to your own personnel (Primary, Secondary, Tertiary)

D. Reporting Criteria and  Procedures to 
· Chain of Command

· Suppliers and Customers

· News Media (PAO)


Scheduling and Inventory Considerations
A. Work Schedule

B. Early Accomplishment

C. Deferral Work

D. Inventory/Stockpiling

E. Special Purchasing/Ordering Arrangements


Preparations for Contingent Actions
A. Training

B. Tools/Materials to Implement Alternative Procedures/Workarounds

H.12  Personal Preparedness

Gartner Group, 28 October, 1998:

“Individuals should prepare for limited duration, localized failures of services and infrastructure rather than an apocalypse.  The type and number of failures will vary geographically and cannot really be predicted…The United States will get through the problem with few significant system failures that cause major business disruptions.  Business interruptions will be more prevalent in small to midsize enterprises.  Local municipalities will experience some failures, but the majority of critical public infrastructure should remain intact.  In other countries the result could be more severe.”  

Individuals should build Y2K preparedness into all of their personal plans throughout the year; disruptions may not wait until New Year’s Eve to strike.  While anticipating inconveniences is appropriate, panic-driven stockpiling of essentials or a drastic rearrangement of your personal finances is not.  With the possible exception of your home computer, you are not likely to suffer any problems with household appliances or your car.  Electricity, telephone service, and your heating oil and perishable foods, however, may all be vulnerable to Y2K effects.

The Red Cross1 has provided consumers with the following Y2K Readiness Checklist.  Here are the basic supplies that the Red Cross recommends every U.S. household have on hand to be prepared for Y2K disruptions – or any emergency of short duration.  The group’s basic advice: Stock up as you would for a severe winter storm; it will be cold in much of the U.S.

H.12.1   Water

Three gallons per person, enough for three days, stored in unbreakable plastic containers.  (Replace stored water every six months with a fresh supply.  If you are bottling you own water you can use chlorine bleach as a preservative.  Suggested concentrations can be viewed at www.watertanks.com/bleach.html )

H.12.2   Food

A three-day supply of non-perishable edibles, plus ready-to-eat canned meats, fruits, and vegetables.  For infants: formula, diapers, powdered milk.

H.12.3   Tools and Supplies

These should include a flashlight, battery-operated radio, non-electric can opener, fire extinguisher, matches, signal flare, paper and pencil, plastic storage containers, aluminum foil, tape, whistle, needle and thread, plastic sheeting, local map (for locating shelters), paper plates, cups, plastic utensils, toilet paper, towelettes, liquid detergent, plastic garbage bags, disinfectant, and personal-hygiene items.

H.12.4   Clothing and Bedding

Set aside one complete change of clothes and footwear per person, sturdy shoes or work boots, rain gear, hat and gloves, thermal underwear, blankets or sleeping bags in case your family must be evacuated.  (Tailor to your particular environmental needs.  The suggested items may be appropriate for Maine or New Hampshire but may not be appropriate for Florida or California.)

Personal preparedness for OCONUS personnel may vary significantly from the Red Cross recommendations listed above.  It is imperative that all DoD personnel, military and civilian, stationed overseas communicated with their command, organization and U.S. Embassy to determine community awareness, policy and procedures in the event of Y2K disruptions and tailor requirements to their individual needs.  Additional personal preparedness suggestions and information can be found on various web sites, some of which are listed on the Y2K Contingency Planning web site that can be viewed at: 

http://www.c3i.osd.mil/org/cio/y2k/y2k_con_plan/index.html
H.13  Supplemental Guidance Documents

The following guidance documents will be useful in the contingency planning process:

· DoD Directive 3020.26, "Continuity of Operations Policies and Planning," May 26, 1995 at  http://web7.whs.osd.mil/dodiss/directives/direct2.htm
· General Accounting Office GAO/AIMD-10.1.19 “Year 2000 Computing Crisis:  Business Continuity and Contingency Planning, August 1998 at http://www.gao.gov/y2kr.htm
· Y2K Contingency Management Plans and Y2K Contingency Plan Guidelines prepared by MITRE Corp., February 1998 at

 http://www.mitre.org/research/y2k/docs/CONTINGENCY_GUIDELINES.html
· Social Security Administration’s Year-2000 Business Continuity and Contingency n and matrix at  http://www.ssa.gov/year2000
· USAF Year 2000 Continuity of Operations Planning Guide, 6 July 1998, and Appendixes B, C, D Templates for Contingency Plans.  From a .mil or .gov server the document can be obtained at http://year2000.af.mil.  Select site index then the letter "C" to view index containing contingency planning documents or directly at http://wwwafca.scott.af.mil/y2k/ityweb/contgplan/contgpl.htm
· GAO has recently published their guidance to Day One Planning: Y2K Computing Challenge: Day One Planning and Operations Guide, GAO/AIMD-10.1.22, October 1999.  It can be located at www.gao.gov/special.pubs/dayone.pdf The document covers the 4 phases strategy for reducing risk at facilities, systems, programs, and services during the rollover.  
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OASD (Y2K)


CONTINGENCY PLAN REVIEW


Plan Name: � MERGEFIELD Plan_Name �«Plan_Name»�


Dated: � MERGEFIELD Plan_Date �«Plan_Date»�


Plan Type:  � MERGEFIELD Plan_Type �«Plan_Type»�


Plan submitted by: � MERGEFIELD Originator �«Originator»�


Component Identifier: � MERGEFIELD Component �«Component»�


Date Plan Received:  � MERGEFIELD Date_Recd �«Date_Recd»�


Reviewed by � MERGEFIELD Reviewer �«Reviewer»� on � MERGEFIELD Date_Revd �«Date_Revd»�


Does the Plan contain a statement of Purpose? 


Does the plan give sufficient background on the system, its interfaces, operating system, and programming language for the user to understand and execute the plan? 


Does the plan contain a description of the mission of the system including the function performed by the system and its criticality? 


Does the plan list the primary roles and responsibilities of the Organizations that “own” and are responsible for the system? 


Are the points of contact listed along with 24-hour telephone numbers? 


Does the plan contain a section where risks and contingencies are identified? 


Are risks identified and categorized for the appropriate phases (renovation, validation and implementation)? 


Have contingencies, solutions and workarounds been detailed for each identified risk? 


For each contingent action, has an appropriate trigger or start date been identified? 


Does the plan address the impacts of the contingencies that may be put in place? 


Does the plan address the possibility of degraded system functionality to include the need for additional training and personnel requirements to accomplish a manual workaround? 


Does the plan identify potential Y2K impacts to hardware, software, communications and process interfaces that may be affected? 


Does the plan identify the downstream effects of Y2K problems to end users and discuss alternatives and required resources to implement alternatives? 


Does the plan describe the necessary actions to ensure the proper coordination activities are carried out? 


Does the plan contain a section that describes not only how the plan will be maintained, reviewed and updated to ensure that it accurately reflects the most current information, but also assigns responsibility for plan maintenance?











�   “How to Prepare for Y2K” , Consumer Reports May 1999





H-5

_1000891290.ppt






Y2K Event Continuum



09/01/99

03/31/00

Awareness

   Assessment

      Remediation

         Validation

            Implementation

Normalizing Toward Tomorrow’s Enterprises

-2 Years

-1 Year

+ 1 Year

+2 Years



Continuity of Operations 01/00










